DISCUSSION GROUP ON AI POLICY AND LANGUAGE TESTING PRACTICES

Participants were asked to bring any AI policies that have been implemented in their work areas for discussion.  The group then noted the lack of AI policies in most organizations.  All agreed that while generative AI has almost unlimited potential for language test development, scoring and feedback, users should be aware of its potential risks and concerns.   Gerard Seinhorst of the Netherlands presented his draft of the BILC Policy Recommendation on the Safe and Ethical Use of Generative Artificial Intelligence for Language Assessment in the Military for review and comments by the group.  When this BILC Policy Recommendation is finalized, it will be posted on the BILC website.  


