AI for Writing Assessment: Foundations, Caution, and Practice
Scoring Showdown: AI vs Human Rating

· What is your interest in AI scoring of writing assessments? 
· What AI tools have you already used (either in general or for writing assessment)? 
· What knowledge or skills do you hope to walk away with from this workshop? 

	Interest

	

	Tools

	

	Knowledge/Skills

	





My Introduction
· I work for Ray Clifford at the Center for Language Studies (CLS) at Brigham Young University (BYU)
· I am trained as a psychometrician
· I am the project manage that supports the development and maintenance of both English and Foreign Language tests
· I started using Machine Learning in 2017 to rate writing and speech

Notes: 
BYU regularly teaches over 80 languages. 
In the United States, BYU teaches more advanced-level language students than any other institution. 



Workshop Objectives
Participants will understand and apply a framework for using LLMs to rate low-to-mid stakes writing assessments, including
· Precautions and Prerequisites (30 minutes)
· Prompting (30 minutes)
· Evaluating outputs and implementing at scale (30 minutes)
Participants may also learn some fancy new terms to make it sound like they know what they’re talking about when discussing AI. 
What you need: 
A computer with internet connection
A free (or better) account to one of the Major LLMs (ChatGPT, Copilot, Claude, Perplexity, Gemini)
Access to Workshop files (sent by email): 
· BILC_Foundations_Outline
· Data Files
· Example prompts
Notes:



Precaution #1 – Humans need to lead
“[Teaching writing] will introduce forgetfulness into the soul of those who learn it: they will not practice using their memory because they will put their trust in writing, which is external . . . instead of trying to remember from the inside, completely on their own. You have not discovered a potion for remembering, but for reminding; you provide your students with the appearance of wisdom, not with its reality. Your invention will enable them to hear many things without being properly taught, and they will imagine that they have come to know much while for the most part they will know nothing. And they will be difficult to get along with, since they will merely appear to be wise instead of really being so.”
Socrates
“Technology giveth and technology taketh away. This means that for every advantage a new technology offers, there is always a corresponding disadvantage. The disadvantage may exceed in importance the advantage, or the advantage may well be worth the cost.
“. . . . Perhaps the best way I can express this idea is to say that the question, ‘What will a new technology do?’ is no more important than the question, ‘What will a new technology undo?’
“. . . . culture always pays a price for technology”
Neil Postman



Notes:
Socrates thought of writing as a kind of technology (in Greek, techne). When a transformative technology comes along there are those who claim it will “revolutionize” education, communication, etc., and others who spell doom. In a sense, both are correct. As Neil Postman points out, there are things gained and things lost. 


Precaution #2: Data Privacy
· Assume that any information provided to an LLM is not private and could be used to train the model, or be used in other ways not intended by the user. 
· LLM Enterprise agreements often have data protection
· Using an API to access LLMs may have protections as well

Notes:
Be Careful What You Tell ChatGPT: Your Chats Could Show Up on Google Search
Anthropic will start training Claude on user data - but you don't have to share yours
ChatGPT
Copilot



Precaution #4: Reliability of Outputs
· Deterministic (the same input will result in the same output) vs 
· Stochastic (the same inputs will result in different outputs)

More Deterministic                                                         More Stochastic

	Programming
	Traditional AI
	Machine Learning
	LLMs



Notes: 
· LLMs have often been referred to as “Stochastic Parrots”—one issue is that they often have been ‘programed’ to confirm whatever the 
· “Temperature” is a setting that controls how “random” or “deterministic” the outputs are when generating text.
· Temperature adjusts how sharply those probabilities are used:
· Low temperature (close to 0): the model sticks to the most likely word almost every time → output is more predictable, safe, repetitive.
· Medium temperature (around 0.7–1.0): a balance between following the highest-probability choices and occasionally exploring alternatives.
· High temperature (>1): probabilities are flattened, making the model more random, creative, but also error-prone.
· LLMs-as-a-judge (and as the only judge) are currently generally not appropriate for high-stakes or nuanced domains for assessment due to issues like hallucinations, inconsistency, and bias. 
· Current research generally supports that traditional ML models are more reliable than LLMs for prediction tasks on specific, structured datasets. LLMs offer flexibility and are improving, but for critical or high-stakes applications, ML models remain the preferred choice for reliability.
· This is influenced by model Choice, prompt design and techniques, grading scale, task complexity, etc. 
· There are some ways to increase reproducibility without coding, but only using LLMs with Prompt engineering may not get you to the level of agreement you want. 
· MIT did a study where 95% of AI applications did not meet the standard for effectiveness



Prerequisites
1. Do you have:
a. a validated test? 
b. A standardized way of evaluating raters 
i. What training do you currently have for human raters? 
ii. What evaluation metrics do you currently use for human raters? 
c. prompts, student responses, and reliable and valid ratings that can be used as “ground truths” for obtaining and evaluating the outputs? 
2. What is the design of your test? Single Level, bi-level, etc. 
3. What is the purpose of the ratings? Summative, Formative, Placement, etc.
4. What are the stakes or the decisions made based on the  ratings?
5. What is the purpose for AI rating? Lower costs? Faster results? 
Your responses will help determine if you’re ready to start, and will help to determine if the development and maintenance of AI Scoring worth it for your program.
Notes:



Prompting 
Think of it as programming or fine-tuning the results without code
	GUI
	API

	Uses natural language to fine tune results using strategic prompting, few shot examples.
Less likely to have data protection. 
Less expensive
	Uses code to deliver prompts to the LLM. Can add some deterministic aspects, and fine-tune results based on larger data sets. Better for chaining smaller tasks in order to complete more complex tasks. More likely to have data protections. More expensive. 



	Basic principles 
· Start simple 
· Focus on a single task at a time 
· Build the prompt iteratively
· Evaluate and refine after each iteration

	[image: A diagram of a process

AI-generated content may be incorrect.]



Notes:
See an example API 
See some guidelines for when to use fine-tuning through an API


Prompting
Some frameworks for good prompts
	
	
	

	Role
Task
Format
	Role
Task
Output Format
Examples
Context
	Goal
Role
Audience
Setting 
Product
Standards



Notes
The prompting framework may depend somewhat on the model you choose to use. Larger reasoning models may not need as many details as smaller, faster models. 
Which model best fits the purpose? capability, cost, and latency (speed).
· Capability: Larger, more advanced models (like OpenAI's GPT-4 series) are generally better at handling nuance, complex reasoning, and following intricate instructions. Smaller models are still very capable but may require more explicit and carefully structured prompts to achieve the same quality.
· Cost: In a production environment, you pay for every token the model processes (both in your prompt and in its response). For an application handling thousands of requests a day, the cost difference between a large model and a smaller, more efficient model can be enormous.
· Latency: This is the time it takes for the user to get a response. For interactive applications like chatbots or assistants, low latency is critical for a good user experience. Smaller models are almost always faster.



Prompting
Role-based prompting
· Persona-specific attributes, personality, expertise, area of knowledge, etc. 
· Voice—tone, style, etc. (warm, concise, conversational, formal…)
· Contextual control—any other constraints or boundaries ( “use British English”)
Chain-of-Thought (CoT): 
A powerful prompting technique that helps Large Language Models (LLMs) tackle complexity by guiding their thinking process, turning them from simple text generators into more capable problem-solvers. This can help make the “black box” a little less opaque. 
A simple way: add “Let’s think step by step” or “Explain your reasoning” to the prompt.
More advanced prompting might provide an example solution that includes intermediate reasoning (few-shot prompting).

Notes: 
Chain of thought often makes responses longer, which isn’t always desirable.
If the model is wrong, it may still produce a convincing but flawed reasoning chain.
Common Pitfalls in Prompting
· Ambiguity: Unclear instructions lead to unpredictable results. Future models still won’t know about instructions you didn’t write.
· Insufficient Context: Expecting the LLM to know unprovided information leads to errors or hallucinations.
· Too Much Context or Competing Instructions: Overwhelming with irrelevant info or conflicting instructions degrades performance. Balance is key.
· Poor Tool Descriptions (in Agents): LLM won't know how/when to use tools correctly.
· Expecting Magical Understanding: These are probabilistic systems, not omniscient. Precision is required.
· Bias and Factuality Issues: LLMs can hallucinate and reflect training data biases. Validate outputs for critical tasks.
· Adversarial Prompting Risks: Prompts can be exploited for injection, leaking, or jailbreaking. Expect unintended uses.



Evaluate outputs
Once you have a prompt (or set of prompts) that seem to be working, run a larger set of data and use objective metrics to evaluate how it’s working. 
Start by defining the task and identifying the criteria for success (for writing, this should be defined by your rater evaluation processes/metrics). Are there any other aspects that need to be evaluated? What does "good" output look like? Does it require factual accuracy, specific formatting, or a particular tone?
Completeness: are all tasks completed
Accuracy: to what extent do the completed tasks match our expectations
· Interrater reliability
· Exact agreement, adjacent agreement
· Cohen’ Kappa (pair-wise, adjusted for chance)
· Fleiss Kappa (multiple raters, adjusted for chance)
· Confusion Matrix 
· Weighted Cohen’s Kappa (accounts for the closeness of the disagreements)
· AI benchmarks (F1 score is a common one)
Other things to look for:
· Bias—systematic differences in 
· Overfit—when a model adheres too closely to the training data and is not generalizable to new data. In practical terms, what happens when you introduce new data? To what extent does it still “work”?
You can also create a prompt/Agent to sere as an LLM-as-a-judge (but beware, this is another round of creation and evaluation)
Notes: 
Cohen’s Kappa adjusts for chance, and is generally lower than a simple percentage of exact agreement
Suggested interpretations of Cohen’s Kappa (Landis & Koch, 1977 — still widely cited):
· < 0.00 = Poor agreement
· 0.00–0.20 = Slight agreement
· 0.21–0.40 = Fair agreement
· 0.41–0.60 = Moderate agreement
· 0.61–0.80 = Substantial agreement
· 0.81–1.00 = Almost perfect agreement
F1 Scores
The F1 score is a way of summarizing how well a system balances precision and recall in classification. It gives a number 0-1 with 1 being perfect balance between precision and recall. 
· Precision tells us: “When the AI said ‘meets criteria for level 2 or higher,’ it was right 60% of the time.”
· Recall tells us: “It found 75% of all the essays that truly “meet criteria for level 2 or higher.”
· F1 = 0.67 shows a balance: not perfect, but reasonable.
The two can trade off: you can get high recall by calling everything positive, or high precision by being extremely selective, but both extremes are unhelpful.
The F1 score is the harmonic mean of precision and recall:
F1=2⋅Precision×RecallPrecision+RecallF1=2⋅Precision+RecallPrecision×Recall​
Why harmonic mean? It punishes extreme imbalances. For example:
· If precision = 1.0 but recall = 0.0, then F1 = 0 (not “good” just because precision is perfect).
· If both are 0.8, then F1 = 0.8.
Interpretation:
· F1 ranges from 0 (worst) to 1 (best).
· A high F1 means the system is both accurate when it predicts positive (precision) and thorough in finding all true positives (recall).
· It’s especially useful when the class distribution is imbalanced (e.g., far fewer “Level ≥ 2” essays than “below 2” in STANAG writing evaluation).
Setup
Use a policy-relevant decision: “meets target proficiency.”
Define positive = Level ≥ 2 (that is, {2, 2+}) and negative = below 2 ({0, 0+, 1, 1+}).
Suppose you evaluated 100 scripts:
· Ground truth (human standard): 30 meet target (≥2), 70 do not.
· System predictions (AIS): 35 predicted as meet target, 65 predicted as below.
Breakdown:
· True positives (TP): 25 scripts are ≥2 and predicted ≥2
· False positives (FP): 10 scripts are <2 but predicted ≥2
· False negatives (FN): 5 scripts are ≥2 but predicted <2
· True negatives (TN): 60 scripts are <2 and predicted <2
F1 calculation
Precision = TP / (TP + FP) = 25 / 35 = 0.7143
Recall = TP / (TP + FN) = 25 / 30 = 0.8333
F1 = 2 · (Precision · Recall) / (Precision + Recall)
Plug in exact fractions for clarity:
Precision = 5/7, Recall = 5/6
F1 = 2·(5/7·5/6) / (5/7 + 5/6) = 10/13 ≈ 0.7692
How to use this in practice
· Choose the decision rule that matters (for example, “≥2” for writing readiness).
· Compute TP, FP, FN from your confusion matrix.
· Report F1 to summarize how well the system balances misses and false alarms at that cut score.



Scaling up
Is it worth it to scale up the rating of writing using AI?
· Is it allowed by your organization? 
· Do you have a way to keep the data secure? 
· Are you getting consistent results? 
· What will it take to create, monitor, and maintain your AI system?  Evaluations can be reduced to a percentage of the outputs (audit). 

The human “cost” of using LLMs for writing assessment. LLMs accessed through the GUI are stateless, meaning they don’t have long-term memory. This can mean a lot human work to prompt and record results, evaluate the resposes, etc., and can introduce extra opportunities for error. 
Some ways to scale up without coding
· Load files with prompts and/or responses rather than copy and paste, and ask for results in a spreadsheet. 
· Use ChatGPT projects
· Create an Agent
· Runtime/ Orchestration layer that automates the process
· While this generally requires coding—tools are improving to where coding is not always necessary—but it depends on how scaled up your needs are. 
Notes:
LLM’s using GUI by themselves can struggle with Multi-step tasks, and chain prompting can help add some deterministic 
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